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In this paper, we adapt to the ideal 1D lagrangian MHD equations a class of
numerical schemes of order one in time and space presented in an earlier paper
and applied to the gas dynamics system. They use some properties of systems of
conservation laws with zero entropy flux which describe fluid models invariant by
galilean transformation and reversible for regular solutions. These numerical schemes
satisfy an entropy inequality under CFL conditions. In the last section, we describe a
particular scheme for the MHD equations and show with some numerical applications
its robustness and accuracy. The generalization to full Eulerian multidimensional
MHD will be the subject of a forthcoming paper. c© 1999 Academic Press
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1. INTRODUCTION

The MHD equations describe the flow of a conducting fluid in the presence of a magnetic
field. The system is written in a conservative form and is hyperbolic with seven real eigenval-
ues. It presents three different waves: slow waves, Alfv´en waves, and fast waves. Of course,
this system shares similarities with the gas dynamics system. Nevertheless, its study is more
difficult because it is neither strictly hyperbolic nor convex. The non-strict hyperbolicity
means that the eigenvalues are not necessarily distinct. The non-convexity signifies that
some waves are neither non-linear nor linearly degenerate. The question of the stability of
these waves is more or less an open question at the present time, both from a theoretical and
a numerical point of view. In spite of these difficulties, numerical schemes have been devel-
oped to solve this system. In many cases, these schemes are generalized schemes that were
highly efficient for the equations of gas dynamics. We will mention a few approaches. Brio
and Wu [5] proposed a Roe-type method but their technique required that the ratio of specific
heatsγ be equal to 2. Later, in the case of the lagrangian equations, Cargoet al. [8] studied
a Roe matrix with the arithmetic average for anyγ . Dai and Woodward [9, 10] proposed
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an approximate method for solving the MHD Reimann problem. All these schemes are
of Godunov-type. In this paper, we present a new class of numerical schemes [13] for
some fluid systems and we generalize to MHD equations. These schemes are based on a
new symmetrization result for Lagrangian systems (see also [4]). We demonstrate that the
schemes are entropic under CFL conditions and positively conservative: this is detailed in
Lemma 3.1. An interesting feature of these schemes is their simplicity in comparison with,
for example, the Roe method [8–14]. In this work we restrict ourselves to one order schemes
(in space and time) because they are better suited for a rigorous analysis than high order
schemes. Nevertheless we think that the extension of our approach to high order schemes
using standard techniques is straightforward. We also restrict to the one-dimensional case:
it is sufficient in order to present the main features of our approach. We are now working
on the extension to the multidimensional case. See also [16] for a quite different approach
in the multidimensional case.

The plan of this paper is the following. In the first section, we will present general
properties of systems of conservation laws with vanishing entropy flux. Then, we will
show that the system of MHD equations satisfies such properties. In the second section,
a class of schemes will be constructed and we mention in particular one scheme. Finally,
we present numerical examples to illustrate the behavior of this lagrangian scheme. These
results will be compared to other schemes. In the last section, we propose a summary with
some discussions.

2. SYSTEMS OF CONSERVATION LAWS WITH VANISHING ENTROPY FLUX:

APPLICATION TO THE MHD EQUATIONS

In a first step, we exhibit some properties of systems which describe fluid models invariant
by galilean transformation and reversible for regular solutions [13]. Then, we will show
that the system of lagrangian one-dimensional MHD equations belongs to this category of
systems.

2.1. Properties of Systems of Conservation Laws with Vanishing Entropy Flux

We consider the system of conservation laws

∂U

∂t
+ ∂ f (U )

∂m
= 0 (1)

with U a vector ofRd, d≥ 1, andU 7→ f (U ) a smooth function defined fromRd to Rd.
We suppose that, for this system (1), there exists an entropyξ which is a strictly convex
function ofU . This function satisfies the inequality

d2ξ

dU2
> 0.

The vectorU is also a solution of the system

∂ξ(U )

∂t
+ ∂F(U )

∂m
= 0,
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whereF(U ) is called the entropy flux. We have the additional relation

∂F(U )

dU
=
(

dξ

dU

)t d f (U )

dU
.

We suppose that for system (1), the entropy flux is vanishing, therefore(
dξ

dU

)t d f (U )

dU
= 0.

Let us introduce the change of variablesU 7→ V(U ) where

V = dξ

dU
.

One can write(
dξ

dU

)t d f (U )

dU
= 0⇔ Vt d f (U )

dU
= 0⇔ Vt d f (U )

dV

dV

dU
= 0.

As ξ is strictly convex, the change of variablesU 7→ V(U ) is regular and the matrixdV
dU is

invertible. We deduce that

Vt d f (U )

dV
= 0. (2)

By applying a theorem from [15], we know that a necessary and sufficient condition for
system (1) to possess a strictly convex entropy is that there exists a change of dependent vari-
ables that symmetrizes (1). The choiceV = dξ

dU ensures that the matrixd f (U )
dV is symmetric

and from (2), we obtain

d f (U )

dV
V = 0. (3)

In the cases considered here, the last componentVd of V is non-zero. Thus we introduce
the vector9 of Rd−1 defined by

9 = (91, . . . , 9d−1)
t =

(
V1

Vd
, . . . ,

Vd−1

Vd

)t

.

From Eq. (3), we deduce (see [13]) the existence of a functionf̃ : Rd−1→ Rd−1 such that

f (U ) = f̃ (9) = ( f̃ 1, f̃ 2, . . . , f̃ d)
t .

We state the theorem

THEOREM2.1. The system of conservation laws(1) with vanishing entropy flux, which
describes fluid models invariant by Galilean transformation and reversible for regular
solutions can be written in the form

∂U

∂t
+ ∂

∂m

(
M9

− 1
29

t M9

)
= 0, (4)

where M is a constant matrix ofRd−1×Rd−1.
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Proof. The proof is given in [13]. j

The vectorU is composed ofd variables. We can distinguishd−q− 1 state variables,
q speed variables, and 1 variable for total energy,

U =




U1

..

Ud−q−1




Ud−q

..

Ud−1


Ud


.

It is shown in [13] that the matrixM connects state variables with speed variables and is
written

M =
(

0 N

Nt 0

)
,

whereN is a matrix ofRd−q−1×Rq. Thed− 1 first equations of (4) make this connection
explicit. The last line of this system (4) corresponds to the equation of energy.

2.2. The MHD Equations

The ideal MHD equations characterize the flow of a conducting fluid in the presence
of a magnetic field [17]. They represent the coupling of fluid dynamical equations with
Maxwell’s equations and by neglecting displacement current, electrostatic force, viscosity
effects, resistivity, and heat conduction, one obtains the following ideal MHD equations,

∂

∂t


ρ

B
ρu

ρE

+∇ ·


ρu

B⊗ u− u⊗ B

ρu⊗ u+ p∗ I − B⊗B
µ

(ρE + p∗)u− (u · B)B
µ

= 0,

whereρ is the density,B= (Bx, By, Bz) the magnetic field,u= (u, v, w) the flow velocity,
p the thermal pressure,p∗ = p+ B ·B

2µ the total presure, andµ the magnetic permeability
of vacuum. The total energyE is defined byρE= ρε+ 1

2ρu · u+ B ·B
2µ with ε the internal

energy and the pressurep is related to the internal energy through the gamma-law equation
of state

p = (γ − 1)ρε.

To this system, we must add the condition div(B)= 0 on the magnetic field.
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Under the one-dimensional approximation with plane symmetry, we obtain the following
system of conservation laws,

∂

∂t



ρ

By

Bz

ρu
ρv

ρw

ρE


+ ∂

∂x



ρu

uBy − vBx

uBz− wBx

ρu2+ P∗ I

ρuv − Bx By

µ

ρuw − Bx Bz

µ

(ρE + p∗)u− Bx(Byv+ Bzw)

µ


= 0 (5)

with Bx, thex-component of the magnetic field constant to satisfy the condition div(B)= 0.
We introduce a lagrangian mass coordinatem by the relationdm= ρdx and we obtain the
one-dimensional ideal MHD equations in mass coordinate

∂

∂t



τ

τBy

τBz

u
v
w

E


+ ∂

∂m



−u
−Bxv

−Bxw

P∗

− Bx By

µ

− Bx Bz

µ

u P∗ − Bx
µ
(Byv + Bzw)


= 0. (6)

Here,τ = 1
ρ

is the specific volume of the fluid and we define

P∗ = p+ −B2
x + B2

y + B2
z

2µ
= p∗ − B2

x

µ
.

For the ideal MHD equations, there exists a function entropyξ(τ, ε) strictly convex [21]
and a function temperatureT(τ, ε) positive such that

−T dξ = dε + pdτ

and fromε= E− 1
2u · u− τ

2µB · B, we obtain

−T dξ = d E− udu− vdv − wdw − By

µ
d(τBy)− Bz

µ
d(τBz)+ P∗dτ. (7)

For a regular solution of (6), we obtain easily thatT ∂ξ

∂t = 0 and an entropic solution of (6)
satisfies∂ξ

∂t ≤ 0. In the case of an ideal gas, the entropy isξ = pτ γ . Furthermore, for this
system, the entropy flux is zero

∀U,
(

dξ

dU

)t d f (U )

dU
= 0. (8)
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The system of MHD equations is invariant by galilean transformation (cf. [17]) and re-
versible for regular solutions. Consequently, it satisfies the hypothesis of Theorem 2.1. We
can now exhibit the vectorsV ∈R7, 9 ∈R6, and the matrixM ∈R6×R6 for the system of
MHD equations in one dimension. From Eqs. (7) and (6), we deduce that

V = 1

T



−P∗
By

µ

Bz

µ

u
v
w

−1


. (9)

It is easy to see that Eq. (6) is of type (4) setting

9 =



P∗

− By

µ

− Bz

µ

−u
−v
−w


and M =



0 0 0 1 0 0
0 0 0 0 Bx 0

0 0 0 0 0 Bx

1 0 0 0 0 0
0 Bx 0 0 0 0

0 0 Bx 0 0 0


. (10)

For the MHD equations, the state variables areτ, τBy, τBz [17] and the speed variables
u, v, w. The matrixM can be written

M =
(

0 N

Nt 0

)
with N a square diagonal matrix ofR3×R3 given by

N =

0 0 0
0 Bx 0

0 0 Bx

 .
The couples of variables(u, P∗), (v, By), and(w, Bz)are directly connected. This particular
connection will be the basis of the numerical scheme.

3. A CLASS OF NUMERICAL SCHEMES

In this section, we present the main features of a new class of numerical schemes for
systems of conservation laws which satisfy (1) and (2). These schemes satisfy good en-
tropy properties under CFL conditions. Then, we describe a particular scheme for the
one-dimensional lagrangian MHD equations.

3.1. Construction of the Scheme

We consider a mesh(Ä j ) of R with Ä j = [mj−1/2,mj+1/2]. The length of each segment
Ä j is1mj =mj+1/2−mj−1/2. The quantitiesUn

j or9n
j are mean values ofU or9 defined
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at the center of cellÄ j at timetn. Following a finite volume approach, we integrate Eq. (1)
in the cellÄ j : ∫

Ä j

∂U

∂t
dm+ f (U )nj+ 1

2
− f (U )nj− 1

2
= 0.

A time discretization of order 1 gives

Un+1
j −Un

j = −
1t

1mj

(
f (U )nj+ 1

2
− f (U )nj− 1

2

)
. (11)

So, we have to evaluatef (U )nj+1/2 to write the scheme completely. To do this, we use the
particular form (4). We introduce the following definition

DEFINITION 3.1. A Sylvester decomposition of a matrixM is defined byp reals
(µi )i=1...p and p vectors(l i )i=1...p such that

M =
i=p∑
i=1

µi l i l
t
i .

This decomposition is not unique andP≤ p≤+∞ whereP is the number of eigenvalues
of M distinct from 0.

So, at the interface between cellÄ j and cellÄ j+1, the matrixM can be written under
the form

M j+ 1
2
=

i=p∑
i=1

µi, j+ 1
2
l i, j+ 1

2
l t
i, j+ 1

2

and the numerical flux becomes

f (U )nj+ 1
2
=



∑
µ

i, j+ 1
2
<0

µi, j+ 1
2

(
9n

j · l i, j+ 1
2

)
l i, j+ 1

2
+

∑
µ

i, j+ 1
2
>0

µi, j+ 1
2

(
9n

j+1 · l i, j+ 1
2

)
l i, j+ 1

2

−1

2

 ∑
µ

i, j+ 1
2
<0

µi, j+ 1
2

(
9n

j · l i, j+ 1
2

)2
+

∑
µ

i, j+ 1
2
>0

µi, j+ 1
2

(
9n

j+1 · l i, j+ 1
2

)2




,

(12)

where the first line is a vector ofRd−1 and the second one a real ofR. This flux is consistent
and is upwinded according to the sign ofµi, j+1/2.

3.2. Entropic Schemes

In this section, we demonstrate that under a CFL condition, this class of schemes is
entropic. In the whole paper we use the mathematical convex entropyξ : for MHD and
many other problemsξ is the opposite of the physical concave entropyξ =−S. This is
detailed in the following. We also assume in the proof thatVd < 0. This is not a restriction
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and is compatible with physical situations we are interested in sinceVd=− 1
T < 0, where

T > 0 is the physical temperature.

LEMMA 3.1. There exists a constant Cnj > 0 such that if

Cn
j

1t

1mj
< 1, (13)

then

ξ
(
Un+1

j

) ≤ ξ(Un
j

)
.

Remark 3.1. Theoretical analysis of the constantCn
j shows that this constant is always

greater than or equal to the maximum eigenvalue of the Jacobian matrix. We refer to [13] for
the complete analysis, which is rather technical. In practice we always do as if this constant
is equal to the maximum eigenvalue of the Jacobian matrix. It is the case for the scheme we
introduce in the following Subsection 3.3.

Proof. We defineU (α) byU (α)=Un
j +α(Un+1

j −Un
j ) for α ∈ [0, 1]. Thus, we obtain

ξ(U (0))= ξ(Un
j ) andξ(U (1))= ξ(Un+1

j ). We make a Taylor expansion ofξ betweenU (0)
andU (1). There existsα0∈ [0, 1] such that

ξ(U (0)) = ξ(U (1))− dξ(U (α))

dα
(1)+ 1

2

d2ξ(U (α))

dα2
(α0). (14)

The term(1/2)(d2ξ(U (α))/dα2)(α0) can be written

1

2

d2ξ(U (α))

dα2
(α0) = 1

2

d

dα

(
dξ

dU

dU(α)

dα

)
(α0).

Knowing thatdU(α)
dα =Un+1

j −Un
j , we deduce

1

2

d2ξ(U (α))

dα2
(α0) = 1

2

(
Un+1

j −Un
j

)t d2ξ

dU2
(α0)

(
Un+1

j −Un
j

)
.

As ξ is a strictly convex function ofU , the left-hand side is a quadratic formQ1 definite
positive such that

1

2

d2ξ(U (α))

dα2
(α0) = Q1

(
Un+1

j −Un
j

)
.

We have now to look at the termdξ(U (α))dα (1) of (14),

dξ(U (α))

dα
(1) = dξ

dU

dU(α)

dα
(1)

= (Vn+1
j

)t(
Un+1

j −Un
j

)
= −(Vn+1

j

)t 1t

1mj

(
f (U )nj+ 1

2
− f (U )nj− 1

2

)
.
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With the decomposition (12), we obtain

−(Vn+1
j

)t
(

f (U )nj+ 1
2
− f (U )nj− 1

2

)
=−(Vd)

n+1
j

9n+1,t
j

 ∑
µ

i, j+ 1
2
<0

µi, j+ 1
2

(
l i, j+ 1

2
·9n

j

)
l i, j+ 1

2

+
∑

µ
i, j+ 1

2
>0

µi, j+ 1
2

(
l i, j+ 1

2
·9n

j+1

)
l i, j+ 1

2



−9n+1,t
j

 ∑
µ

i, j− 1
2
<0

µi, j− 1
2

(
l i, j− 1

2
·9n

j−1

)
l i, j− 1

2
+

∑
µ

i, j− 1
2
>0

µi, j− 1
2

(
l i, j− 1

2
·9n

j

)
l i, j− 1

2



− 1

2

 ∑
µ

i, j+ 1
2
<0

µi, j+ 1
2

(
l i, j+ 1

2
·9n

j

)2
+

∑
µ

i, j+ 1
2
>0

µi, j+ 1
2

(
l i, j+ 1

2
·9n

j+1

)2



+ 1

2

 ∑
µ

i, j− 1
2
<0

µi, j− 1
2

(
l i, j− 1

2
·9n

j−1

)2
+

∑
µ

i, j− 1
2
>0

µi, j− 1
2

(
l i, j− 1

2
·9n

j

)2


 .

In (9), we haveV7=− 1
T < 0. Then, using the fact that(Vd)

n+1
j < 0 in the physical situations

we are interested in and using the inequalityab< 1
2(a

2+ b2) in the second term of the first
line and in the first one of the second line, we have the inequality

−(Vn+1
j

)t
(

f (U )nj+ 1
2
− f (U )nj− 1

2

)

≤ −1

2
(Vd)

n+1
j

 ∑
µ

i, j+ 1
2
<0

(−µi, j+ 1
2

)([
l i, j+ 1

2
· (9n

j −9n+1
j

)]2

−
[
l i, j+ 1

2
·9n

j

]2
−
[
l i, j+ 1

2
·9n+1

j

]2
)

+
∑

µ
i, j+ 1

2
>0

µi, j+ 1
2

([
l i, j+ 1

2
·9n

j+1

]2
+
[
l i, j+ 1

2
·9n+1

j

]2
)

+
∑

µ
i, j− 1

2
<0

(−µi, j− 1
2

)([
l i, j− 1

2
·9n

j−1

]2
+
[
l i, j− 1

2
·9n+1

j

]2
)

+
∑

µ
i, j− 1

2
>0

(
µi, j− 1

2

)([
l i, j− 1

2
· (9n

j −9n+1
j

)]2
−
[
l i, j− 1

2
·9n

j

]2
−
[
l i, j− 1

2
·9n+1

j

]2
)

+
∑

µ
i, j+ 1

2
<0

(−µi, j+ 1
2

)(
l i, j+ 1

2
·9n

j

)2
−

∑
µ

i, j+ 1
2
>0

µi, j+ 1
2

(
l i, j+ 1

2
·9n

j+1

)2

+
∑

µ
i, j− 1

2
<0

µi, j− 1
2

(
l i, j− 1

2
·9n

j−1

)2
+

∑
µ

i, j− 1
2
>0

µi, j− 1
2

(
l i, j− 1

2
·9n

j

)2

 .
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We use

∑
µ

i, j+ 1
2
<0

µi, j+ 1
2

[
l i, j+ 1

2
·9n+1

j

]2
+

∑
µ

i, j+ 1
2
>0

µi, j+ 1
2

[
l i, j+ 1

2
·9n+1

j

]2

+
∑

µ
i, j− 1

2
<0

(−µi, j− 1
2

)[
l i, j− 1

2
·9n+1

j

]2
−

∑
µ

i, j− 1
2
>0

µi, j− 1
2

[
l i, j− 1

2
·9n+1

j

]2

= (9n+1
j

)t
M9n+1

j − (9n+1
j

)t
M9n+1

j = 0.

It follows that

−(Vn+1
j

)t
(

f (U )nj+ 1
2
− f (U )nj− 1

2

)

≤ −1

2
(Vd)

n+1
j

 ∑
µ

i, j+ 1
2
<0

(−µi, j+ 1
2

)[
l i, j+ 1

2
· (9n

j −9n+1
j

)]2

+
∑

µ
i, j− 1

2
>0

µi, j− 1
2

[
l i, j− 1

2
· (9n

j −9n+1
j

)]2

 .
We know that(Vd)

n+1
j < 0, thus we deduce that there exists a quadratic formQ2 definite

positive such that

−(Vn+1
j

)t
(

f (U )nj+ 1
2
− f (U )nj− 1

2

)
≤ Q2

(
9n

j −9n+1
j

)
.

Furthermore, we define the quadratic formQ3 such thatQ3(U
n+1
j −Un

j )= Q2(9
n+1
j −9n

j ).
We come back to Eq. (14) and write

ξ
(
Un

j

)− ξ(Un+1
j

) ≥ (−Q3
1t

1mj
+ Q1

)(
Un

j −Un+1
j

)
.

As soon as we have the positivity of−Q3(1t/1mj )+ Q1, the scheme satisfies an entropy
inequality. If we choose

Cn
j = sup

U∈Rd

( |Q3(U )|
Q1(U )

)
,

under the condition

Cn
j

1t

1mj
< 1,

the scheme is entropic.j

PROPERTY3.1. If condition(13) is satisfied, then specific volume and pressure calcu-
lated by the scheme remain positive, in the case of an ideal gas.
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Proof. Since the scheme is entropic under a CFL condition, we haveξ(Un+1
j )≤ ξ(Un

j ).
So, in the case of an ideal gas,ε0

j (τ
0
j )
γ−1≤ εn

j (τ
n
j )
γ−1≤ εn+1

j (τ n+1
j )γ−1. It follows that

εn
j > 0 andτ n

j > 0 for each( j, n). j

3.3. A Particular Scheme for the MHD Equations

The matrixM is written

M =
(

0 N

Nt 0

)

with N= (ni, j )1≤i, j≤3 a square matrix ofR3×R3. We decomposeM with 18 realsµk and
associated vectorslk. For each(i, j )∈ {1 . . .3}2 and fork= i + 3× j , we choose

µk = ni, j

2
, µk+9 = −ni, j

2

and

lk=



0
· · ·
1
0
· · ·
1
0
· · ·


, lk+9=



0
· · ·
1
0
· · ·
−1
0
· · ·


.

The non-zero terms are thei th and the( j + 3)rd components of the vectors. We check that
these vectorslk and the coefficientsµk define a Sylvester decomposition of such a matrix
M . In this section, we present an example of a scheme for the MHD equations using a
particular Sylvester decomposition of matrixM . If we suppose thatBx 6= 0, then matrixM
has 6 non-zero terms; therefore we can use the preceding decomposition introducing three
realsC1,C2,C3 strictly positive which correspond to some physical speeds in lagrangian
coordinates. In the case whereBx 6= 0, we propose a Sylvester decomposition with

µ1 = 1, µ2 = −1, µ3 = Bx, µ4 = −Bx, µ5 = Bx, µ6 = −Bx,

and the vectors

l1=



− 1√
2C1

0
0

−
√

C1
2

0
0


, l2=



1√
2C1

0
0

−
√

C1
2

0
0


,
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l3=



0√
|Bx |µ
2C2

0
0√
C2

2µ|Bx |

0


, l4=



0√
|Bx |µ
2C2

0
0

−
√

C2
2µ|Bx |

0


,

l5=



0
0√
|Bx |µ
2C3

0
0√
C3

2µ|Bx |


, l6=



0
0√
|Bx |µ
2C3

0
0

−
√

C3
2µ|Bx |


.

In the case whereBx = 0, we propose the following Sylvester decomposition with

µ1 = 1, µ2 = −1, µ3 = 1, µ4 = −1, µ5 = 1, µ6 = −1,

and the vectors

l1=



− 1√
2C1

0
0

−
√

C1
2

0
0


, l2=



1√
2C1

0
0

−
√

C1
2

0
0


,

l3=



0
0
0
0√
C2
2µ

0


, l4=



0
0
0
0

−
√

C2
2µ

0


,

l5=



0
0
0
0
0√
C3
2µ


, l6=



0
0
0
0
0

−
√

C3
2µ


.

In both cases, we check that

M =
i=6∑
i=1

µi l i l
t
i .
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If we come back to the equations of MHD, the numerical flux is
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(
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(
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(
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(
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(
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(
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(15)

Again, we see that the couples of variables(P∗, u), (By, v), and(Bz, w) are connected:
here, they are linked by the three coefficientsC1,C2, andC3. We know that for every choice
of the constantsC1, j+1/2,C2, j+1/2, andC3, j+1/2, under a CFL condition, the scheme is
entropic. So, to simplify, we propose to choose

C1, j+ 1
2
= C2, j+ 1

2
= C3, j+ 1

2
= max

i
(|λi, j |, |λi, j+1|), (16)

whereλi, j are the eigenvalues of the Jacobian matrixd f (U )
dU (U j ). We know that system (6)

is hyperbolic with seven real eigenvalues

0, ±cf

τ
, ±ca

τ
, ±cs

τ
,

corresponding to three MHD waves: fast waves, slow waves, and Alfv´en waves. They are
defined by 

c2
a = τB2

x
µ
,

c2
f = 1

2

(
(a∗)2+

√
(a∗)4− 4a2 τB2

x
µ

)
,

c2
s = 1

2

(
(a∗)2−

√
(a∗)4− 4a2 τB2

x
µ

)
,

(17)
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with 
a = τ

√
p∂p
∂ε
− ∂p

∂τ
,

(a∗)2 = a2+ τ

(
B2

x + B2
y + B2

z

)
µ

.

(18)

3.4. Comparison with the Roe Scheme

We demonstrate in this section that if the fieldB is vanishing, the Roe scheme and the
preceding particular scheme are similar and if not, they define different schemes. Then,
on numerical examples, we will compare both. We remind the reader of the definition and
some well known properties of the Roe scheme.

The resolution of the Riemann problem
∂U
∂t + ∂ f (U )

∂m = 0

U (m, 0) = Ul if m< 0

U (m, 0) = Ur if m≥ 0

is replaced by the resolution of the linearized Riemann problem
∂U
∂t + A(Ul ,Ur )

∂U
∂m = 0

U (m, 0) = Ul if m< 0

U (m, 0) = Ur if m≥ 0.

Here, the Roe matrixA(Ul ,Ur ) is required to be consistent with the Jacobian matrix,
A(U,U )= d f (U )

dU , to have real eigenvalues and a set of linearly independent eigenvectors,
and to satisfy

f (Ur )− f (Ul ) = A(Ul ,Ur )(Ur −Ul ).

The linearized Riemann problem has a solution composed of eight states separated by
seven discontinuity lines. We note that(λ j ) j=1...7 the eigenvalues ofA(Ul ,Ur ), (Vj ) j=1...7

the associated right eigenvectors, and(β j ) j=1...7 are defined by

Ur −Ul =
i=7∑
i=1

βi Vi .

The scheme is written in conservative form (11) and the numerical flux is given by

Groe(Ul ,Ur ) = 1

2
( f (Ul )+ f (Ur ))− 1

2

i=7∑
i=1

|λi |βi Vi .

In the following, for each variableα, we note ¯α= (αl +αr )/2 and1α=αr−αl . The coef-
ficient p̃τ is an evaluation of( ∂p

∂τ
)ε and p̃ε is an evaluation of( ∂p

∂ε
)τ .

3.4.1. The case of a vanishing magnetic field.Suppose thatBx = 0 andB̄2
y+ B̄2

z= 0.
The system degenerates to the system of hydrodynamics. We note

c̄2

τ̄ 2
= −

(
∂p

∂τ

)
ξ

(τ̄ , ε̃) with ε̃ = p̄τ̄

γ − 1
.
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The roe matrixA(Ul ,Ur ) has two eigenvalues different from zero,λ1=−c̄/τ̄ andλ7= c̄/τ̄ ,
with the eigenvectors

V1=



c̄2

τ̄

0
0

−λ1
c̄2

τ̄

0

0

− c̄2

τ̄
(λ1ū+ p̄)


, V7=



c̄2

τ̄

0
0

−λ7
c̄2

τ̄

0

0

− c̄2

τ̄
(λ7ū+ p̄)


and

β7+ β1 = − τ̄1p

c̄2( p̄ p̃ε − p̃τ )
, β7− β1 = − τ̄

21u

c̄3
.

It is not necessary to make explicit here a complete set of eigenvectors to obtain the numerical
flux; see [3] for the complete set. Thus, we obtain the lemma

LEMMA 3.2. In the case where Bx and B̄2
y+ B̄2

z= 0, the numerical flux of the Roe
scheme and the numerical flux given by(12) are identical if C1= c̄/τ̄ .

Proof. We have just to compare the first line, the fourth line, and the last line of the
numerical flux. The other lines are zero. The first line of the numerical flux of the Roe
scheme is given by

Groe,1(Ul ,Ur ) = −ul + ur

2
− 1

2

c̄3

τ̄ 2
(β7+ β1)

= −ul + ur

2
+ 1

2

τ̄1p

c̄
.

If C1, j+1/2= c̄/τ̄ , thenGroe,1(Un
j ,U

n
j+1)= ( f1)

n
j+1/2. The fourth line is given by

Groe,4(Ul ,Ur ) = pl + pr

2
+ 1

2

(
c̄4

τ̄ 3
(β7− β1)

)
= pl + pr

2
− 1

2

c̄1u

τ̄
.

If C1, j+1/2= c̄/τ̄ , thenGroe,4(Un
j ,U

n
j+1)= ( f4)

n
j+1/2. The last line can be written

Groe,7(Ul ,Ur ) = ul pl + ur pr

2
− 1

2

(
β1

c̄3

τ̄ 2

(
c̄

τ̄
ū− p̄

)
+ β7

c̄3

τ̄ 2

(
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τ̄
ū− p̄
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= ul pl + ur pr

2
− 1

2

(
c̄4

τ̄ 3
ū(β1− β7)− c̄3

τ̄ 2
p̄(β7+ β1)

)
= ul pl + ur pr

2
− 1

2

(
c̄ū1u

τ̄
+ τ̄ p̄1p

c̄

)
.

If C1, j+1/2= c̄/τ̄ , thenGroe,7(Un
j ,U

n
j+1)= ( f7)

n
j+1/2. We conclude that ifC1, j+1/2= c̄/τ̄ ,

thenGroe(Un
j ,U

n
j+1)= f (U )nj+1/2. j
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We can make the following remarks:

Remark 3.2 (1) This proof is still true whenBx = 0 andB̄2
y+ B̄2

z 6= 0 because in this
case, the system of MHD equations degenerates to the system of Euler equations if we
replacep with P∗.

(2) In the case whereBx 6= 0 andB̄2
y+ B̄2

z= 0, we can exhibit another set of eigenvec-
tors. We know that in this case, the Alfv´en waves are of order of multiplicity 2 or 3. Hence,
we can prove that the numerical flux of the Roe scheme and the numerical flux given by
(12) are identical if we chooseC1= c̃ f /τ̄ ,C2= c̃a/τ̄ , andC3= c̃s/τ̄ .

(3) In the cases presented here, both numerical fluxes are equal. So, we can deduce that
in these cases, the Roe scheme satisfies also an entropy inequality under a CFL condition.
Nevertheless, we know that the approximate Riemann solver of Roe can calculate unphysical
intermediate states, especially in regions of strong compressions. Let us exhibit such an
example. In [20], Munz demonstrates that for the Riemann problem given by Eq. (1) and
the initial conditions

U (m, 0) =
{

Ul = (τ0, 0, 0, u0, v0, w0, E0)
t for m< 0

Ur = (τ0, 0, 0,−u0, v0, w0, E0)
t for m> 0

with u0> 0, the Roe linearization fails if

u0

c0
> 1

and c0=√γ p0τ0 is the Eulerian speed of sound. In this case, the intermediate density
calculated by the Roe solver becomes negative.

3.4.2. The case of a non-vanishing magnetic field.We suppose thatBx 6= 0 andB̄2
y+

B̄2
z 6= 0. We adopt the notations

ã = τ̄√ p̃ p̃ε − p̃τ

b̃x =
√

B2
x τ̄

µ
and b̃ =

√
B̄2τ̄

µ

(ã∗)2 = ã2+ b̃2

with

p̃ = p̄+ 1

4µ

(
(1By)

2+ (1Bz)
2
)
.

The matrixA(Ul ,Ur ) has seven eigenvalues ordered

λ1 = − c̃ f

τ̄
, λ2 = − c̃a

τ̄
, λ3 = − c̃s

τ̄
, λ4 = 0, λ5 = c̃s

τ̄
, λ6 = c̃a

τ̄
, λ7 = c̃ f

τ̄

with 

c̃a = b̃x

c̃s =
√

1
2

(
(ã∗)2−

√
(ã∗)4− 4ã2b̃2

x

)
c̃ f =

√
1
2

(
(ã∗)2+

√
(ã∗)4− 4ã2b̃2

x

)
.
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The coefficientsβi are the coefficients of decomposition ofUr −Ul on the set of eigenvectors
and we introduce



γ+f = β7+ β1

γ−f = β7− β1

γ+s = β5+ β3

γ−s = β5− β3

γ+a = β6+ β2

γ−a = β6− β2.

We note

δs = c̃2
s

τ̄
− B2

x

µ
= 1

τ̄

(
c̃2

s − c̃2
a

)
, δ f =

c̃2
f

τ̄
− B2

x

µ
= 1

τ̄

(
c̃2

f − c̃2
a

)

and

s=
{

sgn(Bx) if Bx 6= 0

0 if not.

We obtain the set of eigenvectors

V1 =



δ f

− B2
x B̄y

µ

− B2
x B̄z

µ

−λ1δ f

λ1
Bx B̄y

µ

λ1
Bx B̄z

µ

α1


, V2 =



0

−sB̄z
√
τ̄µ

sB̄y
√
τ̄µ

0

−B̄z

B̄y

−(B̄zv̄ − B̄yw̄)


, V3 =



δs

− B2
x B̄y

µ

− B2
x B̄z

µ

−λ3δs

λ3
Bx B̄y

µ

λ3
Bx B̄z

µ

α3


,

V4 = −



p̃ε

p̃ε B̄y

p̃ε B̄z

0

0

0

p̃ε
B̄2

2µ − p̃τ


,
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V5=



δs

− B2
x B̄y

µ

− B2
x B̄z

µ

−λ5δs

λ5
Bx B̄y

µ

λ5
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0
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0
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, and V7=
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µ

−λ7δ f
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µ
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,

with

αi = δs
(

B̄2

2µ − λi ū− p̃
)− λ2

i
τ̄
µ

(
B̄2

y + B̄2
z

)+ λi
Bx
µ
(v̄ B̄y + w̄ B̄z) for i ∈ {3, 5},

α j = δ f
(

B̄2

2µ − λ j ū− p̃
)− λ2

j
τ̄
µ

(
B̄2

y + B̄2
z

)+ λ j
Bx
µ
(v̄ B̄y + w̄ B̄z) for j ∈ {1, 7}.

The coefficients of decomposition on the set of eigenvectors are given by

β4 = p̃1τ +1ε
p̃τ − p̃ p̃ε

,

γ+a = −
√
τ̄

s
√
µ
(
B̄2

y + B̄2
z

) (B̄y1Bz− B̄z1By),

γ+f =
1

δ f c̃2
s − δsc̃2

f

(
c̃2

s1p

p̃τ − p̃ p̃ε
+ δsτ̄

2

B̄2
y + B̄2

z

(B̄y1By + B̄z1Bz)

)
,

γ+s =
1

δsc̃2
f − δ f c̃2

s

(
c̃2

f1p

p̃τ − p̃ p̃ε
+ δ f τ̄

2

B̄2
y + B̄2

z

(B̄y1By + B̄z1Bz)

)
,

γ−a =
1

B̄2
y + B̄2

z

(B̄z1v − B̄z1w),

γ−f =
τ̄

c̃ f (δs − δ f )

(
1u+ δsµ

Bx

B̄z1w + B̄y1v

B̄2
y + B̄2

z

)
,

γ−s =
τ̄

c̃s(δ f − δs)

(
1u+ δ fµ

Bx

B̄z1w + B̄y1v

B̄2
y + B̄2

z

)
.

We can demonstrate the following lemma

LEMMA 3.3. In the case where Bx 6= 0andB̄2
y+ B̄2

z= 0, the Roe scheme and the scheme
given by the numerical flux(12) are different.

Proof. It is sufficient to demonstrate that the fifth component of both numerical fluxes
is different when the magnetic field is non-zero.
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Groe,5(Ul ,Ur )

= −Bx

2
(Byl + Byr )− 1

2

(
c̃2

f

τ̄ 2

Bx B̄y

µ
(β7− β1)+ c̃2

s

τ̄ 2

Bx B̄y

µ
(β5− β3)+ c̃a

τ̄
B̄z(β6− β2)

)

= −Bx

2
(Byl + Byr )− 1

2

(
c̃2

f

τ̄ 2

Bx B̄y

µ
γ−f +

c̃2
s

τ̄ 2

Bx B̄y

µ
γ−s +

c̃a

τ̄
B̄zγ

−
a

)

= −Bx

2
(Byl + Byr )− 1

2
(α11u+ α21v + α31w),

whereα1, α2, andα3 are coefficients. Let us calculateα1,

α1 =
c2

f

τ 2

Bx B̄y

µ

τ̄

c̃ f (δs − δ f )
− c2

s

τ 2

Bx B̄y

µ

τ̄

c̃s(δs − δ f )

= Bx B̄y

µ

(
c̃ f /τ̄ − c̃s/τ̄

δs − δ f

)
.

This coefficientα1 is non-zero whenBx 6= 0 andB̄2
y+ B̄2

z 6= 0. If we look at the numerical
flux given by (12), we see thatf5 is independent of1u and only depends on1v. Then, we
deduce that both schemes are different.j

In the next section, we will propose examples to compare both schemes.

4. NUMERICAL APPLICATIONS OF THE SCHEME

In this section, we present the robustness and accuracy of the particular scheme described
in the previous section through numerical examples. We propose various shock tube prob-
lems which will be composed of all (or a part of) the MHD waves. We compare our results
with results obtained by other approximate Riemann solvers, in particular with the Roe
solver. The same scheme is used to compare both solvers. To test this scheme, we have used
a lagrangian one-dimensional code and we only propose results of order one in space and
time. The values of left and right states for the following test cases are inspired by the work
[5–7] except that following [7] we takeγ = 1.4. As noticed in [7] the numerical solution
with γ = 1.4 is very close to the numerical solution withγ = 2 [5]. The CFL number is 0.9
with the constant set according to formula (16).

Let us emphasize that the discussion of numerical results is a subtle task for ideal MHD,
even in 1D. We will see this for the third test case.

4.1. Shock Tube 1: A Coplanar Riemann Problem without Normal Magnetic Field

For this case, initial conditions are(ρ, u, v, w, Bx, By, Bz, p)l = (1, 0, 0, 0, 0, 1, 0, 1000)
for 0≤ x≤ 100 and(ρ, u, v, w, Bx, By, Bz, p)r = (0.125, 0, 0, 0, 0,−1, 0, 0.1) for 100≤
x≤ 200. We take 800 points on a length discretization of 200 and we show the solution
at time t = 1.4. In this case, the longitudinal component of the magnetic field vanishes.
Consequently, the system of MHD equations reduces to the system of gas dynamics with a
new pressure law given byp∗ = p+ B2/2µ.

We notice that Alfvén waves and slow waves vanish. This problem is composed of a fast
rarefaction going to the left, a fast shock going to the right, and a tangential discontinuity
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FIG. 1. Shock tube 1, order 1.

which is a contact discontinuity through whichp∗ is kept. Results are given in Fig. 1 and are
compared to the exact solution. We can observe an undershoot at the contact discontinuity on
the density profile: it is a frequent shortcoming of lagrangian codes sometimes called “wall
heating.” These results are satisfying and very similar to the results from a Roe solver. The
comparisons with a Roe solver are not presented here because we can’t see any differences
on the pictures.

4.2. Shock Tube 2: A Coplanar Riemann Problem with Normal Magnetic Field

Initial conditions are (ρ, u, v, w, Bx, By, Bz, p)l = (1, 0, 0, 0, 0.75, 1, 0, 1) for 0≤
x≤ 400 and (ρ, u, v, w, Bx, By, Bz, p)r = (0.125, 0, 0, 0, 0.75,−1, 0, 0.1) for 400≤
x≤ 800. We take 800 points on a length discretization of 800 and we show the solution at
time t = 80.

In this case, we observe a fast rarefaction propagating to the left, a compound wave
composed of an intermediate shock and a slow rarefaction going to the left, a contact
discontinuity, a slow shock going to the right, and a fast rarefaction wave going to the right.
Results are proposed in Fig. 2. We recognize on the density profile each wave very precisely.
Again, we notice an undershoot at the contact discontinuity. Here, it is more interesting to
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FIG. 2. Shock tube 2, order 1.
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FIG. 3. Comparison of the solver given by (15) and the Roe scheme, Shock tube 2, order 1. The stiffest profile
is provided by the Roe scheme.

compare the results with another approximate Riemann solver: a Roe solver. We propose
both results in Fig. 3 which represents a detail of the density near the contact discontinuity.
We notice that the Roe solver is more precise on the contact discontinuity, otherwise, the
results are still very similar.

4.3. Shock Tube 3

In this last case, the z-component of the magnetic field is not zero. Initial conditions are
given by(ρ, u, v, w, Bx, By, Bz, p)l = (1, 0, 0, 0, 0.75, 1, 2, 1) for 0≤ x≤ 400 and(ρ, u,
v, w, Bx, By, Bz, p)r = (0.125, 0, 0, 0, 0.75,−1, 1, 0.1) for 400≤ x≤ 800. We take 800
points on a length discretization of 800 and we show the solution at timet = 60.

This test case presents the following waves: a fast rarefaction to the left, a slow wave to the
left, a contact discontinuity, a slow shock to the right, a fast shock to the right, and two Alfv´en
waves visible on the transverse components of the velocity and of the magnetic field. This
case is of particular interest since seven distinct waves are propagating, especially the Alfv´en
waves missing from the other test cases. Results are presented in Fig. 4. We can see quite
precisely each wave propagating on the different profiles. Here, the comparison with the
Roe solver shows that the Roe solver treats the stiffness of the discontinuities in the solution
better than the conservative solver: this is quite clear in Fig. 5. Nevertheless, both results
give a coherent solution. This was also reported in [6] using high order different solvers.

It is striking to observe that we may conclude abusively from the numerical results that
the slow wave to the left is a slow compound wave. This numerical artifact has also been



FIG. 4. Shock tube 3, order 1.
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FIG. 5. Comparison of densities given by scheme (15) and the Roe scheme, Shock tube 3, order 1. The stiffest
profile is provided by the Roe scheme.

reported in [6] using other solvers and refined meshes. Nevertheless following [2] such a
wave is excluded on theoretical grounds. So there is probably no compound wave in that
case. We also refer to [18, 19] for numerical and theoretical investigation of a non-coplanar
Riemann problem in MHD and related problems. It seems to us that a deep understanding of
these non-coplanar numerical Riemann problems in MHD is not really achieved nowadays.
Moreover the question is far from the scope of this paper. So we do not follow further
our interpretation of the numerical results of this test case, which was designed mainly to
compare both solvers.

5. CONCLUSION

In this paper, we have shown that the lagrangian one-dimensional MHD equations satisfy
some particular properties, shared with other systems of conservation laws with vanishing
entropy flux. These properties are used to construct a class of entropic numerical schemes.
We present here a particular scheme of this class. Numerically, this scheme behaves well.
In the tests presented here, we can observe the phenomenon of “wall heating” at the contact
discontinuity: this is an undershoot characteristic of a lagrangian calculation and it isn’t
linked with the scheme itself.

This scheme has been compared with other approximate Riemann solvers. In the section
of numerical results, we have presented a few comparisons with the Roe scheme. They look
similar in cases where one component (longitudinal or transverse) of the magnetic field
vanishes. The conclusion of this comparison is that we have quite the same behavior for



ONE-DIMENSIONAL LAGRANGIAN 89

both schemes. But, the scheme presented here is far more interesting because it is very easy
to compute and it satisfies good properties. Comparatively, the Roe scheme requires the
knowledge of a set of eigenvectors.

We are now working on a full extension to 3D ideal MHD, with careful attention paid to
the free divergence constraint on the magnetic field. This will be the subject of a forthcoming
paper.
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